**Week 3**

**Summary**

**Milestones achieved**

* Ran classifier model data set, and recorded the major metrics like: accuracy, TP rate, FP rate, precision, recall, F measure, the ROC area etc**.**
* Compared between different evaluation metrics.
* Performed data preprocessing, feature engineering. and a chi-square test for identifying significant feature correlations with the target variable (Loyality).

**Conclusions**

* Logistic Regression and Decision Tree have perfect scores across all metrics.
* Random Forest comes very close to perfection but is slightly lower in recall and F1 score.
* KNN, while still performing well, shows slightly lower recall, F1 score, and ROC AUC compared to the other models. It struggles a bit more in identifying all true positives (lower recall) but has high precision, meaning when it does predict positive, it's usually right.
* In summary, Logistic Regression and Decision Tree are the best performers in this comparison, followed closely by Random Forest, while KNN performs well but not as strongly as the others.
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**Next Steps**

* Clustering Algorithms
* Organize the Pipeline; Modularize the code: Each step (downloading, loading, preprocessing, visualization, etc.) should be a function, making it easier to maintain and extend.
* Ensure the pipeline runs end-to-end: From downloading the dataset (if necessary) to splitting it into train and test sets.
* Working on image data set